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Integrative and systems biology is a very promising tool for deciphering the biological and ge-
netic mechanisms underlying complex traits. In particular, gene networks are used to model
interactions between genes of interest. They can be de�ned in various ways, but a standard
approach is to infer a co-expression network from genes expression measured by means of se-
quencing techniques (for example, microarrays). Among methods used to perform the inference,
Gaussian graphical models (GGM) are based on the assumption that the gene expressions
are distributed as Gaussian variables, and Σ is their covariance matrix. Non-zero partial cor-
relations between two genes are modeled by network edges, and are directly obtained from the
inverse of Σ. But it turns out that estimating the inverse of Σ leads to an ill posed problem,
since this kind of data leads to a number of observations (typically less than one hundred)
that is usually much smaller than the number of variables (the number of genes/nodes in the
network can range from a few hundred to several thousands). To overcome this di�culty, the
seminal papers [8, 9] were the basis for the package GeneNet, in which the partial correlation
is estimated either by means of a bootstrap approach (not available in the package anymore)
or of a shrinkage approach. More recently, the ability to handle genomic longitudinal data
was also added as described in [7]. Then, [6] and later [3] introduced sparse approaches, both
implemented in the package glasso (graphical LASSO). Similarly, [4] describes the methods
implemented in the package parcor that provides several regularization frameworks (PLS, ridge,
LASSO...) to infer networks by means of Gaussian graphical models. Finally, [2, 1] describe
several extensions of the Gaussian graphical model implemented in the package simone such as
latent variable models and time-course transcriptomic data.
In systems biology, an interesting issue is to link gene functioning to an external factor. Thus,
transcriptomic data are often collected in di�erent experimental conditions. One must then
understand which genes are correlated independently from the condition and which ones are
correlated depending on the condition, under the plausible biological assumption that a common
functioning should exist regardless of said condition. A simple naive approach would be to
infer a di�erent network from each sample, and then to compare them. Alternative approaches



are described in [2, 1] and implemented in simone: the log-likelihood can be penalized by a
modi�ed group-LASSO penalty or the empirical covariance matrix can be modi�ed by adding
a component depending on all samples. The purpose of this communication is to present a full
comparative case study of this problem on two real data sets.
The �rst dataset has been collected during the DiOGenes project1: a few hundreds human
obese individuals were submitted to a 8 weeks low calorie diet. The expressions of pre-selected
genes as well as physiological variables (age, weight, waist size...) were collected before and
after the diet (see [5] for further information). The underlying issue is to understand how the
diet has a�ected the correlations between all these variables. The second data set has been
collected during the Delisus project2: the expression of several thousands genes were collected
from 84 pigs (in both Landrace and Large White breeds). The underlying issue is to understand
how the breed a�ects the correlations between a set of selected genes which were found to be
di�erentially expressed for the breed.
The comparison is lead by using independent inference from the packages GeneNet, glasso and
simone or by using the di�erent joint models included in simone or even by proposing new joint
approaches based on the aforementionned packages. Networks are inferred from the previously
described real datasets or from simulated datasets that mimic the real ones. The proximity
between networks inferred from di�erent methods or from di�erent conditions is assessed by
means of common edge counts, or, when available, by the accuracy of the inferred network
when compared to the true one. A biological discussion about the relevance of the inferred
networks will also be provided.
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